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Recently, there has been much interest in the application of linear logic, a logic of resource-consumption, to computer science. In particular, the present authors (and others) have considered how logic programming languages can be derived by purely proof-theoretic analyses of linear logic. Such languages provide a notion of resource-oriented programming, often leading to programs that are more elegant and concise than their equivalents in languages, such as Prolog, based on classical logics. We give a brief overview of the linear logic programming language Lygon. In common with other linear logic programming languages, Lygon allows clauses to be used exactly once in a computation, thereby avoiding the need for the explicit resource-counting often necessary in Prolog-like languages. However, just as linear logic is a strict extension of classical logic, Lygon is a strict extension of (pure) Prolog: all (pure) Prolog programs can be executed by the Lygon system. Hence all the features of classical pure logic programs are available in Lygon, together with new ones based on linear logic. These include global variables, a theoretically transparent notion of state, mutual exclusion operators and various constructs for manipulating clauses. All of these follow from the basis of Lygon in linear logic and do not require extra-logical features for their definition.

One example of an elegant use of Lygon is in the problem of finding paths in cyclic graphs. The well-known transitive closure program, a simple and elegant Prolog program, will find an infinite number of paths. However, by treating the specification of each edge as a linear predicate, a transliteration of this program into Lygon can be used. By stipulating that each edge can be used (at most) once, just a finite number of paths will be found between any two points in the graph. Moreover, experience with this and other examples suggests that many of the programming constructs, such as the multiplicative (or parallel) disjunction $\otimes$ of goals, arising from the basis of Lygon in linear logic facilitate a programming style that is elegant and natural for a variety of applications.

The most important characteristic of the implementation of Lygon is the lazy splitting of multiplicative branches of potential proofs. This proof-search strategy is supported by a deterministic resource-management technique which can be exploited in many well-known state-and-action problems, such as the Yale shooting problem, the blocks world, counting programs and bin-packing problems.

The implementation of Lygon that is currently available (Version 0.4) is an interpreter written in BinProlog.
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